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Abstract
An adaptive coding technique of gray level images using

Periodic Walsh Piecewise-Linear (PWL) transform will be
presented in this paper. In this technique the image sub-blocks are
divided into four classes according to the level of image activity.
The ac energy is used as a measure of the sub-block activity.
Adaptivity is obtained by distributing bits among glasses. More bits
are assigned to classes of higher activity and fewer bits to lower
activity classes. The coding method employs an integer bit
allocation scheme and Llyod-Max quantizers. Comparison of
coding real images using the adaptive and non-adaptive schemes is
given. Computer simulation results indicate that the image coding
efficiency using the adaptive technique gives better performance
than the non-adaptive scheme from the Peak Signal-to-Noise Ratio
(PSNR) viewpoint of the reconstructed images at the expense of a
slight increase in complexity.
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I. Introduction

Research in the field of image coding has been going for
more than four decades. Many terms have been used to describe this
particular area of image processing such as image compression,
bandwidth reduction, redundancy reduction, etc. The fundamental
purpose of data compression is to reduce the bit rate for transmission
or data storage while maintaining an acceptable fidelity or image
quality. Today’s applications of image compression range from
transmission of moving images (such as television and
teleconferencing) to still image applications such as electronic

facsimile as well as other applications of gray-scale and color
images. There are generally two basic techniques for image data
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compression: Spatial Coding and Transform Coding. Spatial coding
is carried out in the data domain ,e.g., differential pulse code
modulation (DPCM) [8] and Block Truncation Coding (BTC) [6-
12]. Transform coding is a transform domain process which
involves an energy preserving mapping of the original image data
such that the maximum information is preserved in a minimum
number of samples or coefficients [7]. The rest of samples can often
be discarded entirely, or coded with a small number of code symbols
with only negligible image distortion.

Adaptive transform coding based on the statistics of the image
data is considered to be as very effective and practical, however, it
introduces system complexity. The key to practical system
implementation lies in selecting an efficient coding scheme which
achieves a compromise between complexity and performance. In
this paper an adaptive coding technique using the periodic Walsh
piecewise-linear transform is described. Image blocks are sorted
into classes according to the level of activity. Bits are distributed
between image sub-blocks to provide the desired adaptivity, Sub-
blocks of high activity are assigned more bits than those of lower
activity. The coding bits are allocated to transform coefficients
according to the variance matrix of transformed data of each class.

In this paper, I will present the results of adaptive coding of real
images using Periodic Walsh Piecewise-Linear PWL transform. The
PWL functions and transform are briefly described in section II.
Section Il contains a description of the adaptive coding system
using the PWL transform. Simulations and experimental results are
introduced in section 1V. Concluding remarks are drawn in section
V.

Il. Periodic Walsh Piecewise-Linear Functions and
Transform

The Periodic Walsh piecewise-Linear PWL functions which are
the basis functions of the PWL transform [1-4] are obtained by
integrating periodic Walsh functions as follows:

PWL(0,t) =1,t € (—o0,) (1a)
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2k+1 t+mT
PWL(i,t) = T f Wal(i,t) dt (1b)
mT
where :
i=12,...,N-1,, k=1,2,..,lo02 N., m=0,1,2,...

k is the group index of PWL functions and m is the number of
period. The matrix form of the forward and inverse PWL
transforms may be formulated as follows:

a) Forward transform [C(N)]=[ -2"®*D][PWL(N)][X(N)] (2)

b) Inverse transform [C(N)]=[IPWL(N)][C(N)] (3)
where :

[C(N)] - vector of PWL coefficients.

[X(N)] - vector of sampled signal.

[PWL(N)] - matrix of forward transform.
[IPWL(N)] - matrix of inverse transform.
[-2*D] - diagonal matrix of normalization.
A two-dimensional piecewise linear transform is performed
by sequential row and column transformations as follows:
[VI=[PLT] [U] [PLT]

(4)
[UI=[IPWL][V][IPWL]T 5)
where :
[V] - NxN matrix of spectral coefficients.
[U] - NxN matrix of data.

[IPWL] - NxN inverse Piecewise-Linear transform matrix.
[PLT] - NxN transform matrix, where [PLT] = [-2®*V][PWL].

I11. Adaptive Coding of Images

Before transforming the image sub-blocks, they are
classified according to level of activity (ac energy) such that each
class will have the same number of sub-blocks. The classification of
the image sub-blocks into equally populated levels provides a
simple way to ensure that the average coding over the whole image
IS maintained. The number of classification levels is generally
dependent upon the image size, the degree of activity of the image
and the bits required to code the compressed data. To decide which
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class a particular block belongs to, we first measure the variance of
each block within the image relative to its local mean. If the intensity
of the pixels in the n-/h block are denoted by u(i,j) and the block size
is NxN, then the local mean is given as;

N-1N-1

- R) (©6)

i=0 j=0
and the block variance is;
N-1N-1
2 1 P 2
On =3z [u(@,j) —myl (7
i=0 J=0
The variances are then arranged in increasing order and
thresholds are determined so that they can be separated into four
groups each containing 25% of the variances and the corresponding
blocks are then labeled as belonging to one of the four classes. All
classification indexes have to be sent to the receiver end as part of
overhead information which will be used to decode the received

data. This corresponds to an overhead rate of (2/N?) bits per pixel.

Having the desired overall bit rate, the average variances of
the classes are used to find the average bit rate for each class. The
variance of each coefficient in each class is then calculated and used
together with the integer bit allocation algorithm [I1] to determine a
bit allocation map for each class.

Before the PWL coefficients are quantized they are
normalized by a normalization coefficient (in order to use the same
unit variance quantizer for a given bit allocation) and a
corresponding inverse normalization step has to be carried out at the
decoder. In order not to send a normalization factor for each
coefficient in each class, a normalization coefficient has to derived
at both coder and decoder. Chen and Smith [3] used a normalization
coefficient given by:

on(i,j) = c. 2Ne @) (i,j) # (0,0) (8)
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where k is class index, N B (i, J) is the number of bits assigned to

the transform coefficient, and c is a normalization factor which is
determined during the bit assignment process by making it equal to
the maximum standard deviation of those elements in the variance
matrix which were assigned to one bit. From the investigations, it
has been found that using a normalization factor given by:
¢ = 0.5.max{o,(i,))} 9
gives the best results for the PWL transform in terms of the PSNR
of the reconstructed image. Next, the normalized coefficients are
optimally quantized with the number of quantization levels set
according to the bit allocation matrices.

It is also necessary to transmit some overhead information to the
decoder and this overhead consists of: the sub-block classification
map (4 classes), the normalization factor c, and four bit allocation
maps. The total is around 0.05 bits/pixel for the case when the
average bit rate is 1 bit/pixel. Block diagrams of PWL adaptive
coder and decoder are shown in Fig. 1. and Fig. 2, respectively.
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Fig 1. PWL adaptive image coding system; (coder)
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IV. Experimental Results

A series of computer simulations have been conducted to evaluate
the performance of PWL adaptive coding of some test images. The
test images which have been used in this investigation contain
256x256 pixels with 8-bit resolution per pixel. A block size of
16x16 is used.

In order to distinguish between blocks that are active and those
that are smooth, we have used four classes where class 1 is the most
active and class 4 is the smoothest. Fig. 3. illustrates the
classification map for the test image (girl).

Fig. 4. shows the bit allocation matrices for the same test image
at a bit rate of 2 bpp. It should be pointed out at this stage that at low
bit rates some classes, particularly classes 3 and 4 will be assigned
zero bits. In order to improve the PSNR and the quality of
reconstructed image in such cases, the dc coefficient is always
assigned 8 bits. Table I. shows the number of bits assigned to each
class at different bit rates. Figs. 5. and 6. show the results of four-
class adaptive PWL transform coding as applied to the test images
with different coding rates. Table 2. shows a comparison of 2D non-
adaptive, and 2D adaptive PWL coding of the test image girl.
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Fig 3. The classification map for the test image (girl) with block size
of 16x16
(1 indicates the highest activity blocks and 4 the lowest activity blocks)
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Fig 4. Bit allocation matrices for each class of test image (girl) at bit
rate of 2 bpp

Table 1. Distribution of bits between different classes for adaptive
PWL at different bit rates

bit rate

dc bits Girl

ac bits

City

class 1 class 2 class 3

class 4

class 1 class 2 class 3 class 4

W =

8 522 330 140
8 810 617
8 1066 73

0
162
418

461
753
1009

368
660
916

163 0
146
402

Table 2. Comparison of PWL coding results of girl using adaptive
and non-adaptive schemes

. PSNR (dB)
bit rate - -
non-adaptive Adaptive
1 25.38 28.08
29.56 32.97
33.79 37.49
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c)
Fig.5. reconstructed test image girl using PWL transform adaptive
coding: (a) Original, (b) 1 bpp, and (c) 2 bpp

(@) (b) (©)
Fig 6. Reconstructed test image city using PWL transform adaptive
coding: (a) Original, (b) 1 bpp , and (c) 2 bpp

V. Conclusion

An adaptive coding scheme of gray level images using the
Periodic Walsh Piecewise Linear transform has been investigated in
this paper. This scheme is based on the classification of the image
sub-blocks by activity level. An integer bit allocation scheme and
Llyod-Max quantizers have been used. Comparison of coding real
images using the adaptive and the non-adaptive schemes is
analyzed. It has been shown that the image coding efficiency of the
adaptive coding is better than the non-adaptive coding.
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